
AM 221: Advanced Optimization Spring 2018

Dr. Rasmus Kyng Problem Set 8 — Due Wednesday, April. 4th at 23:59

Instructions:

• All your solutions should be prepared in LATEX and the PDF and .tex should be submitted to
Canvas. Please submit all your files as ONE archive of filetype zip, tgz, or tar.gz.

• Name the file [your-first-name]_[your-last-name].[filetype]. For example, I would call my
submission rasmus_kyng.zip.

• INCLUDE your name in the submisson pdf and any files with code.

• If the TFs cannot easily deduce your identity from your files alone, they may decide not to
grade your submission.

• For each question, a well-written and correct answer will be selected a sample solution for
the entire class to enjoy. If you prefer that we do not use your solutions, please indicate this
clearly on the first page of your assignment.

1. Gradient descent with a noisy oracle. In this problem, we will show that the gradient
descent algorithm can be used when optimizing a strongly convex function given an approximate
oracle for its gradient.

Let us consider a twice-differentiable strongly convex function f : Rn → R, i.e we have:

mIn � ∇2f(x) �MIn, x ∈ Rn

for some constants m,M > 0. The function f is unknown to us. Instead, for any x ∈ Rn, we can
query an oracle for the value of the gradient of f at x ∈ Rn. The oracle is erroneous in the following
sense: let us denote by ∇̃f(x) the value returned by the oracle at point x, then we have:

||∇̃f(x)−∇f(x)|| ≤ δ||∇f(x)||

for some δ > 0. Such an oracle is called δ-erroneous.

We now consider the gradient descent algorithm from Lecture 9 where the update at each iteration
is computed using the erroneous oracle: denoting by x(k) the solution at iteration k, the solution at
iteration k + 1 is given by:

x(k+1) = x(k) − t∇̃f(x(k))

where the step size is constant set to t = 1
M .

We say that a solution x
′ has accuracy ε for f if f(x′) − f(x∗) ≤ ε, where x∗ is the minimizer of

f . By adapting the analysis of the gradient descent algorithm from Lecture 9, prove the following
statement:
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Theorem. For any ε > 0, the gradient descent algorithm using a δ-erroneous oracle with δ ≤ 0.1
computes a solution of accuracy ε in at most 10 times as many iterations as we proved are sufficient
for the standard gradient descent algorithm i.e the one which uses the exact gradient, i.e. show that
10Mm log

(
f(x(0))−f(x∗)

ε

)
iterations suffice.

Remark 1. The constant 10 was chosen rather arbitrarily, it is not tight.

2. Duality and SVMs. In this problem, we will refine our analysis of the primal and dual
formulations of the support vector machine optimization problem of Lecture 13. Remember that in
this problem we have a dataset consisting of two clusters of data points in Rd: positively labeled
data points {xi, i ∈ I} and negatively labeled data points {xj , j ∈ J}. The goal is to find an affine
hyperplane (a, b) ∈ Rd × R such that:

aᵀxi + b > 0, i ∈ I
aᵀxj + b < 0, j ∈ J

The primal problem is written as:

min
a∈Rd, b∈R

‖a‖2

4

s.t. aᵀxi + b ≥ 1, i ∈ I
aᵀxj + b ≤ −1, j ∈ J

and we computed the dual in class:

max
λ∈R|I|, µ∈R|J|

1∥∥∑
i∈I λixi −

∑
j∈J µjxj

∥∥2
s.t.

∑
i∈I

λi =
∑
j∈J

µj = 1

λ ≥ 0, µ ≥ 0

We assume that Slater’s condition holds so that we have strong duality.

a. Let us denote by (λ, µ) a dual-optimal solution and by (a, b) a primal-optimal solution. Show
that:

either λi = 0 or aᵀxi + b = 1, i ∈ I

similarly, show that:
either µj = 0 or aᵀxj + b = −1, j ∈ J

Give a geometric interpretation.

b. Using part a., explain how a primal-optimal solution could be computed from a dual-optimal
solution.
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3. Revisiting the Maximum Coverage Problem Remember the Maximum Coverage Problem
from Section 1. In this problem there is a universe of elements U = {1, . . . ,m} and you are given
as input a collection of n subsets S1, . . . , Sn of U (Si ⊆ U) and a budget k ∈ N. The goal is select
a collection S of at most k of the sets S1, . . . , Sn such as to maximize the number of elements of U
contained in the union of the sets in S. In other words, the goal is to solve:

max
|S|≤k

∣∣∣∣∣∣
⋃
Si∈S

Si

∣∣∣∣∣∣
One of the relaxations of this problem we considered in Section 1 was the following:

max
x

m∑
j=1

min

{
1,
∑
i:j∈Si

xi

}
s.t xi ≥ 0 1 ≤ i ≤ n

n∑
i=1

xi ≤ k

(P)

a. Sow that the objective function in problem (P) is concave. How could you use an algorithm
for minimizing a convex function to solve this relaxation?

b. Show that problem (P) can be reformulated as a linear program.

4. Barrier method. Let us briefly review the barrier method seen in section 8. Consider the
following optimization problem with m inequality constraints:

min
x∈Rn

f(x)

s.t. fi(x) ≤ 0, 1 ≤ i ≤ m

This problem is transformed into the following unconstrained problem using the barrier function
Ît(u) = −1

t log(−u):

min
x∈Rn

tf(x)−
m∑
i=1

log
(
− fi(x)

)
Let us denote by x∗(t) the optimal solution to this problem. Then the barrier method simply
consists in solving the transformed problem for increasing values of t:

Algorithm 1 Barrier method with parameter µ > 1

1: t← 1, x← feasible solution
2: while m

t ≥ ε do
3: x← x∗(t)
4: t← µt
5: end while
6: return x

In this problem we will use the barrier method to compute the support vector machine classifier for
the forged banknotes dataset available at: http://rasmuskyng.com/am221_spring18/psets/hw7/
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banknotes.data. In each line, the first four columns contain measurements from a banknote (real
numbers) and the last column is a binary (0 or 1) variable indicating if the banknote was forged.
Denoting by xi ∈ R4 the measurements from banknote i, the goal is to construct a classifier which
takes xi as input and predicts the last column yi ∈ {0, 1}.

First, convert the labels to ŷi ∈ {−1, 1}, i.e. ŷi = 2yi − 1. As seen in class, finding a separating
hyperplane now amounts to finding w ∈ Rd and b ∈ R such that ŷi(wᵀxi + b) ≥ 1 , for 1 ≤ i ≤ n,
where x1, . . .xn are the (modified) data points.

We consider a “soft margin” version of the SVM optimization problem (also seen in the previous
homework). The optimization problem is the following

min
w∈Rd, b∈R,ξ∈Rn

1

2
‖w‖2 + λ

n∑
i=1

ξi

s.t ŷi(wᵀxi + b) + ξi ≥ 1, 1 ≤ i ≤ n
ξi ≥ 0, 1 ≤ i ≤ n

(1)

a. Write code to implement the barrier method described in Algorithm 1 for the optimization
problem (1). For the internal optimization x← x∗(t), you are free to reuse either your imple-
mentation of the gradient descent algorithm or of Newton’s method from previous problem
sets. In fact you are encouraged to experiment with both!

b. Report the accuracy (fraction of correctly classified data points) for the optimal hyperplane
found by the code you wrote in part a. For the penalty parameter λ, reuse the optimal value
you found in Problem Set 7 (or experiment with different values if you haven’t done Problem
Set 7). What is the impact of the parameter µ on the convergence of your implementation?
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